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1. Introduction

Long-range electron transfer is an essential com-
ponent of biological systems, playing an important
role in respiration and photosynthesis.!~® Much cur-
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rent research is centered around probing what factors
control the rates of nonadiabatic electron-transfer
reaction, including the driving force, reorganization
energy, separation distance, and the nature of the
medium separating the electron donor and the ac-
ceptor of the system.’” The availability of high-
resolution NMR or X-ray crystallographic structures
for a number of heme proteins has encouraged much
work on the electron-transfer properties of these
metalloproteins.® The crystal structure of a complex
between electron-transfer partners, cytochrome c¢
peroxidase and cytochrome c, reveals a possible
electron-transfer pathway unlike any previously
proposed for this extensively studied redox pair.?
Thus, the role of the protein in controlling the rate
of electron transfer is still the subject of intense
study, such as the extent of heme exposure!® and
orientation,!! the nature of amino acids on the surface
of the proteins,'>1? ionization'“or esterification!® of
the heme propionates, and the overall dipole mo-
ment.'® Various approaches have been used to carry
out kinetic measurements of long-range electron
transfer. These include the following:

(1) Zn-substituted cytochromes to measure the rate
of intracomplex electron transfer between cytochrome
¢ and a cytochrome c¢ peroxidase complex!” and
between nonphysiological complexes (cytochrome
c/plastocyanin'® and cytochrome c/cytochrome b5).1°
NMR studies with Zn cytochrome c¢ in aqueous
solution have demonstrated that the conformation of
the protein is unchanged by incorporation of Zn?" in
place of Fe?" 2021 Long-range electron transfer within
mixed-metal hemoglobin hybrids has also been re-
ported, using flash photoproduction of the long-lived
triplet state by Hoffman and co-workers.?? Electron-
transfer reactions of hemoglobin with small mol-
ecules have been studied by using photoactive zinc-
substituted heme.??

(2) The use of Ru-modified horse heart cytochrome
¢ by coordination of pentaammineruthenium to spe-
cific protein sites.?*~26 The first report of such systems
appeared in 1982.27 Such a system was developed
mainly by Gray and co-workers, who determined the
rates of cytochrome ¢ intramolecular electron-transfer
reactions under significantly different driving forces.?8

In the last two examples, the rate constant values
for the electron-transfer processes were determined
by monitoring transient absorption spectra observed
in laser flash photolysis experiments. There are many
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reviews resuming this approach.’2629 Much of the
effort has involved the use of spectroscopic tech-
niques, although high-pressure,3%3! cross-linking, po-
tentiometric techniques and computational methods?®?
have also been employed to investigate interprotein
interaction.?3

Another effective method for gaining insight into
the electron-transfer mechanism is the use of NMR
techniques. The pioneering work of Gupta and Red-
field®* on the determination of electron self-exchange
of cytochrome c is a leading reference in this area.
Since then, the electron-transfer self-exchanges of
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Figure 1. Schematic representation of self-exchange (A),
cross-exchange (B), intracomplex (C), and intramolecular
multiheme (D) electron transfers.

several other heme proteins have been analyzed.3%36
Heme proteins (or iron porphyrins) are particularly
suitable because heme proton resonances are often
shifted outside the bulk of the diamagnetic protein
resonances (0—10 ppm) by the strong ring current
shift of the porphyrin ring and by isotropic shifts in
the case of paramagnetic proteins. Thus, the electron-
transfer rate determination can be studied by line
broadening, magnetization transfer, or relaxation
measurements. Examples of the methods will be
described below, but first, we will present separately
an overview of electron-transfer theory. Then, the
main part of the review will focus on iron porphyrins,
self-exchange, and interprotein and multi-heme pro-
tein electron transfers.

In addition, high-resolution NMR is a particularly
useful method for the study of different redox states3”
and for the topological analysis of transient com-
plexes,?339 since the chemical shifts observed in NMR
spectra provide information on the electronic shield-
ing of the observed nuclei. This complementary
approach to the mapping of the protein—protein
interaction will be presented in the interprotein
electron-transfer section. Other widely used tech-
niques to investigate homogeneous electron-transfer
reactions, such as EPR (electron paramagnetic reso-
nance)?° or the recently reported MARY,*' will not
be detailed in this review.

The solution structures of heme proteins*? and the
use of NMR to characterize paramagnetic heme
proteins?®®39:43~45 have been recently reviewed, and it
is not our purpose to present a comprehensive
literature survey in this area. To get complete cover-
age on NMR of heme proteins, it will be necessary
for the reader to consult more specialized review
articles.374346753 An overview can also be obtained
from the two recent reviews of Banci et al.*? and La
Mar et al.** This article will only emphasize use of
NMR to study electron transfer in heme proteins. A
schematic representation of self-exchange (A), cross-
exchange (B), intracomplex (C), and intramolecular
multiheme (D) electron-transfer reactions is shown
in Figure 1.

2. Electron-Transfer Overview

To introduce the factors which control the rates of
electron-transfer reactions, a brief overview, ap-
plicable to interprotein electron transfer, will be first
presented. According to the Marcus formalism,! the
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electron-transfer rate constant of a nonadiabatic
reaction can be expressed as

k = A exp(—AG*/RT) (1)

The term A depends on the nature of the electron-
transfer reaction, e.g., bimolecular or intramolecular,
and AG* is the activation free energy. A = «Z, where
« is the normalized probability of electron transfer
to occur and Z is the collision frequency in an
intermolecular electron-transfer reaction (or the vi-
brational frequency in an intramolecular electron
transfer). The reorganization energy, 4, can be ob-
tained through application of the following relation-
ship:

AG* = (M/4)(1 + AG°/1) (2)

AG” is the standard free energy of the reaction. For
the self-exchange reaction, AG°® = 0. Therefore, the
reorganization energy can be expressed as 1 = 4AG".

In a simple intramolecular system, £ will decrease
approximately with distance. This is reflected in eq
3, where the donor-to-acceptor distance is r, and ro
is the close contact distance (3 A).

k = 10" exp[—p(r — ry)] exp(//4)(1 + AG°/A)*RT
(3)

The parameter 3 is used to quantify the nature of
the intervening medium with respect of its efficiency
to mediate electron transfer. Average values 0.7-1.4
A~ for B have been proposed for electron-transfer
reactions.545%

The simplified Marcus cross-relation! (eq 4) has
also been applied to a number of electron-transfer
reactions in heme proteins.

kyy = (k11]"'22K12f12)1/2 (4)

In practice, fi2 is usually about equal to 1.! In this
equation (eq 4), k12 and K;s are the rate and equilib-
rium constants for the cross-reaction, respectively,
and k11 and kgy are the self-exchange constants. In
this case, the theory proceeds from the assumption
that, within the activated complex, the probability
of electron transfer is unity and that the work terms
for the self-exchange and cross-reactions are the
same.56

Electron transfer between proteins is often associ-
ated with the formation of a complex of the reacting
proteins prior to the electron transfer, with a possible
configuration change in the protein, before the elec-
tron transfer. For a second-order reaction, the electron-
transfer reaction can be divided into three steps:
formation of the precursor complex D/A between the
donor (D) and the acceptor (A) with an equilibrium
constant K., electron transfer (kgr) to give the
successor complex D1/A~, and dissociation to form the
ions D™ and A~. A steady-state analysis of the system
reduces the observed second-order rate to kg =
K..ker under favorable conditions.5”

3. NMR Methods

3.1. The Classical Bloch —McConnell Equations

The NMR signals of chemically exchanging systems
are described by the Bloch—McConnell equations.?8~6°
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There are many reviews on magnetization trans-
fer,50-63 and for brevity the theory will not be
discussed in detail here. It has been shown?®?%* that,
for a two site-exchange problem involving two sites
A and B, eqs 5 and 6 applied:

ky
A=—B
kg

dMA ()/de = [M*(0) — MA (OUT,, — kM () +
ksMP(8) (5)

dMB (t)/dt = [MB(0) — MB()I/T 5 — kgM®,(2) +
kM2 (2) (6)

where MA,(0) and M®,(0) are the equilibrium mag-
netizations at sites A and B, respectively, M4,(¢) and
MB,(¢) are the magnetizations at sites A and B at time
t, ka is the rate of transfer from site A to B, and T'y;
is the spin—lattice relaxation time at sitei = A, B in
the absence of exchange. Equations 5 and 6 are
known as the modified Bloch equations for a two-site
exchange and describe the flow of magnetization.
Although the validity of the approximate solutions
of these equations generally applied, a complete
analysis is often necessary, as has been underlined
recently.50% The different methods generally used for
a system exchanging one electron will be first de-
scribed below. Each of these methods has certain
advantages and disadvantages, and this will also be
considered. For an introduction to these methods, see,
for example, the review and references therein previ-
ously reported by Gupta and Mildvan.5!

3.2. Kinetic Measurements at the Equilibrium

All the methodologies for kinetic determination of
the reaction rate were initially used for the analysis
of the chemical interconversion of two species. The
lifetimes of the species for a first-order reaction,
which can be measured by different methods, are
directly converted into reaction rates following the
relations

s = [A/k\[Al = 1/k, and 1, = [Bl/ky[Bl = 1k,
(7

It has to be emphasized that this lifetime is inde-
pendent of the protein concentration and of the ratio
of the two forms; this applies for intramolecular or
inside stable binary complex electron exchange.

In the case of more complex reactions, the lifetime
of a species reflects the sum of all the velocities
responsible of the transformation of this species.
Under self-exchange, which is a second-order reac-
tion,

C+D=D+C (8)

the lifetime is 7¢c = 1/k[D]. To calculate the bimolecu-
lar rate constants, the total concentration of the
protein and the percentage of D have to be known.
For a general theory on dynamic NMR, the reader is
advised to consult the book written by Drago.%¢
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Figure 2. Schematic representation of a theoretical NMR

spectrum of two exchanging species A and B as a function
of the exchange rate.

In the case of exchange with one paramagnetic
species, since the spin—Ilattice relaxation time of the
electron is short (T ~ 10712 s for Fe(III) complexes),%”
compared to the lifetime for the exchange process,
the system can be considered as a two-site problem.
Usually, the ratio of the oxidation states can be
determined through integration of selected peaks in
a 1D spectrum. The determination of the electron
relaxation rates in paramagnetic metalloproteins has
been very recently discussed.%®

A large range of kinetics can be studied by 'H
NMR, ranging from 102 to 108 s~!. However, the
strategy to be used depends on the pattern of the
signals in exchange, which is related to the difference
in the Larmor frequencies of the two forms and the
reaction rate. Slow exchange and fast exchange on
the chemical shift time scale are two extreme condi-
tions: the former refers to the presence of two
different sets of resonances for the two proteins
forms, the latter to the presence of resonances at a
chemical shift that is the average of the chemical
shifts of the two species, weighted for the molar
fraction of the two forms. Line broadening of the
resonances can be observed at all the intermediated
situations. Whatever the rate, quasi slow or quasi
fast, when the spectra are strongly affected, the rate
of the reaction is related to the difference in hertz
between the two states. This corresponds to the
chemical shift time scale. In contrast, when the
exchange is slow and line broadening cannot be
detected, which corresponds to a lifetime of ~0.2 s,
two other methods, spin—lattice relaxation time
measurement or a saturation transfer experiment,
can be successfully applied if the exchange rate is of
the same order as the relaxation rate.

3.3. NMR Line Broadening

This method has been applied for both slow and
fast exchange in the chemical shift time scale. In the
case of fast exchange, the resonances of a given
nucleus in the two oxidation states have coalesced
into one resonance (Figure 2). Thus, the observed line
width for two species in fast exchange is the weighted
average of the natural widths of A and B plus an
additional broadening due to the chemical exchange
of the two species.®® When neglecting T, the width
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of the resonance (Wieq,ox) is given by

Feaf (00
Wred,ox = Ck—

9

ex

where kex = ka + kg, c is the total concentration, ov
is the difference in chemical shift between the two
nonexchanging peaks expressed in hertz, and

éox - aobs

fred:m and fred: 1 _fox

Considering exchange between two low-spin ferric
and ferrous heme derivatives (porphyrins or heme
proteins), the averaged chemical shift difference of
the heme methyl signals is roughly around 20—30
ppm. The limit for line broadening detection is
defined as 27 dv < 1/t; consequently, for such
systems the lower limit for the electron exchange rate
is of 10* order. The use of the heme methyl reso-
nances for the lifetime determination is particularly
relevant, because of the absence of spin—spin cou-
pling, which is known to decrease the reliability of
the measurements.%570

In the case of slow exchange, this method applies
when the rate induces a broadening of line reso-
nances of the same spin under both states in ex-
change. In this situation, the exchange rate constant
can be determined using the determination of the
observed line broadening of each resonance.®® How-
ever, this technique is not often used because it is
very difficult to measure precisely the line broaden-
ing, and in the case of slow exchange in the chemical
shift time scale, the lifetime determination is rather
performed using relaxation time measurement or
saturation transfer experiments.

3.4. Inversion Recovery Techniques

According to the classical theory of magnetization
transfer, in the case of a moderately rapid reaction,
the self-exchange rate constant can be determined
by measuring the spin—lattice relaxation time.61.71-74
This method is applicable only when a proton gives
rise to two different nonoverlapping resonances in the
two oxidation states and its lifetime in the oxidized
state is long compared to the spin—Ilattice relaxation
time in this state. The longitudinal relaxation time
of one proton on the reduced state is measured in
the absence and in the presence of the oxidized state.
These measurements are performed using a conven-
tional inversion—recovery pulse sequence (Figure
3).”? Simplification of eqs 5 and 6 comprising the
exchange terms is obtained when the lifetime of one
of the two (oxidation) states (B) is long compared with
the relaxation time.®! Knowing these values in the
reduced state enabled the lifetime to be estimated,
using the equation

1 1 1
ed = ed + ‘L'_ (10)
711iapp Tﬂi red

where Ti‘;‘i corresponds to the apparent T; of a
proton on the reduced form, in the presence of the
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Figure 3. Example of relaxed 'H NMR spectra of trim-
ethylphosphine (PMe;) horse heart myoglobin, as a function
of 7 in a 180°—7—90° T inversion—recovery experiment.
The protons of the ligand were labeled around —12 ppm
and —3 ppm for the oxidized and the reduced forms,
respectively. Reprinted with permission from ref 72. Copy-
right 1992 Elsevier.

oxidized state. It must be emphasized that a selective
or a nonselective pulse can be used. As expected, the
selective pulse gives shorter 7; values than the
method in which all the peaks are inverted, due to
the contribution of the cross-relaxation of the nuclei.
However, it has been found that the two methods
gave similar rate constants within the experimental
error.”?> A method for determining unequal spin—
lattice relaxation times in the presence of exchange
has been reported.”™

3.5. Saturation Transfer Experiments

Saturation transfer experiments can be used, when
the exchange and relaxation rates are of the same
order, to estimate the rate constant®.-636¢ and to
assign hyperfine-shifted resonances of the paramag-
netic oxidation state of a redox molecule.”®" This
was first demonstrated in biological systems with
electron exchange between ferri and ferro cytochrome
¢ in 1970 by Gupta and Redfield.?* If a strong radio
frequency field is applied to site B, then MB,(¢) = 0
and eq 1 becomes

dM* (t)/dt = M*,(0) — M™ (t)/'T;, — M2,(t)/z, (11)

When the irradiation of B is long enough to reach
steady state, dM#,(¢)/d¢ = 0, and the ratio of the
signal intensities of A in the presence (I,;) and the
absence (I,s) of irradiation is related to the lifetime
following this relation:

Ion TA
— = (12)
I Ty T T‘f

With this method, one should be able to measure the
intensities of the signals in the reduced form with
and without irradiation of the oxidized form. Fur-
thermore, the longitudinal relaxation time 7 of the
signal in a fully reduced state has to be performed.

Since then, a number of optimizations of magne-
tization-transfer experiments for kinetic rate mea-
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surements have been reported.®°~82 Time-dependent
increase of the magnetization transfer allows more
accurate values of electron-transfer rate determina-
tion. Indeed, values of pure T4 of the fully reduced
signal can be fitted together with the transfer rate.128

3.6. Two-Dimensional Spectroscopy

The 2D EXSY spectrum has been introduced by
Jeener and collaborators.®* It corresponds to the
NOESY sequence and permits the calculation of the
exchange rate through the integration of the cross-
peaks of the spectrum. 2D experiments are efficient
for the detection of slow exchange between two sites;
however, less precise estimates of rate constants are
reported when compared with 1D methods. As long
as experiments were conducted by irradiation of the
most paramagnetic signal, 1D magnetization-transfer
accumulation of exchange spin is under control of the
reduced T'. This is not true for the 2D experiments
where the cross-peak intensities are under control
of the T; of both species, as encountered for the
selective 1D saturation transfer experiments. In the
case of irradiation of a paramagnetic species, this is
particularly relevant for the sensitivity of the experi-
ment, because the relaxation rate of the paramag-
netic signals is fast. So, 1D sequences have often to
be preferred rather than EXSY spectra for the rate
determination. Nevertheless, 2D EXSY spectroscopy
is very useful in order to correlate spin resonances
between the two exchanging species. This approach
has been widely used in heme proteins through
exchange of ligands or electron transfer.”9:85

3.7. Mapping Protein —Protein Interaction by NMR

Several chemical shift mapping analyses of electron-
transfer heme protein complexes have been re-
ported.® There are recent reviews on this topic.3839
Nuclear Overhauser effect (NOE) can be used, in
particular the isotope-edited NOE, %788 which dis-
criminates between NOEs within a macromolecule
and NOEs between two interacting macromolecules.
This method is only applicable when the interaction
between the molecules is tight (Kq < 10 uM) and
requires different isotopic labeling patterns.?? How-
ever, chemical shift perturbation is probably the most
widely used NMR method to map protein interfaces.
The »"N—'H HSQC spectrum® of one protein is
monitored when the unlabeled interaction partner is
titrated in the solution. The HSQC spectrum is a two-
dimensional map that correlates the chemical shifts
of the amide protons with the chemical shifts of the
15N amide nitrogens. The interaction causes environ-
mental changes on the protein interfaces and, hence,
affects the chemical shifts of the nuclei in this area.
The methods are well reviewed, recently.?® There are
other NMR methods such as cross-saturation, titra-
tion, mapping with dynamics, and mapping with
pseudocontact shifts which are discussed in a review
by Zuiderweg.?® Most studies to determine the struc-
ture of complexes using the pseudocontact shift
approach were carried out with heme proteins.®1~9
NMR studies of redox complexes involving at least
one heme protein have been recently summarized.**
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4. Self-Exchange Electron Transfers

The study of the electron self-exchange reaction is
one effective way to demonstrate the electron mech-
anism because the thermodynamic driving force is
zero in self-exchange kinetics. This simplifies the
interpretation of the intrinsic electron-transfer pro-
cess. Consequently, in its simplest form, the Marcus
reorganization energy of a self-exchange reaction is
directly given by the free energy of activation.! Thus,
the theoretical interpretation of such a reaction is
greatly simplified as compared to those of reactions
with AG* values different from zero, facilitating the
study of other topics such as activation parameters
or dynamic solvent effects on rate constants.?* Dif-
ferences in the self-exchange rate constants between
similar proteins arise from differences in the elec-
trostatic, geometric, and reorganizational character-
istics of the proteins. Thus, bimolecular electron
transfers in biological systems, which occur between
species that usually have a net charge as well as a
substantially asymmetric charge distribution, are
easier to study in self-exchange reactions, since we
are concerned with the same protein in two different
redox states. In addition, in exchange reactions, the
molecular properties of only one redox couple rather
than of two different redox couples need to known.!
Given an appropriate model, one can use the depen-
dence of the rate constant on ionic strength to
calculate the work term at a given ionic strength and
the rate constant extrapolated to infinite ionic
strength. The theoretical Van Leeuwen approach!®
was found to be the best at the ionic strengths used
in NMR experiments.?>% It is also possible to predict
the rate constants of mixed redox reactions using the
Marcus cross-relation (eq 4).

4.1. Iron Porphyrins

H NMR techniques have proved to be a useful
approach to study electron-transfer reactions be-
tween iron porphyrins. Actually, whereas numerous
studies have been performed on heme proteins in
order to determine the factors which control the rate
of electron transfer, only a few experiments have
been carried out directly measuring self-exchange
electron transfer between hemes.?® The 'H NMR
investigations of Dixon and co-workers were particu-
larly important in this area, using 'H NMR line
broadening analysis,?” 1% one of the limits being the
complexity of the natural porphyrin proton spectra.?®
However, 'H NMR line-broadening measurements
have been shown to be much more reliable than
measurements obtained by cross-reaction between
heme and inorganic reagents.191-194 Al] the measured
rate constants by 'H NMR range from 107 to 108 M~!
s7! (Table 1). Thus, the changes in the substituent
pattern on the porphyrin macrocycle have relatively
little effect on the % values for different tetraphe-
nylporphyrins. However, the complex with axial
imidazole (unsubstituted N—H) has a self-exchange
rate constant smaller by a factor of 2—3 than those
with N-alkyl substituents.?® This indicates that the
N—H bond may play a role in controlling electron
transfer. The difference was ascribed to stronger
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Table 1. Examples of Electron-Transfer Self-Exchange
Rate Constants of Iron (II)/(III) Porphyrins
Determined by NMR

T Rex
solvent (K) (M 1s71) ref

CD:Clz 252 8.1 x 107 97
CD:Clz 252 5.3 x 107 99
(4-MeTPP)Fe(1-MeIm),™* CDCls 252 9.7 x 107 99
(4-OMeTPP)Fe(1-MeIm), ™+ CD:Cl2 252 6.8 x 107 99
(2,4,6-MesTPP)Fe(1-MeIm),”" CD4Cly 252 1.6 x 108 99
(3-TPP)Fe(5-MeIm),™+ CDCly 252 1.6 x 107 94
(2,4-difluorovinyl- CDCl3 295 18.3 x 107 111

DPDME)Fe(1-MelIm)y™" DMSO 295 39 x 107 111
(CD3),CO 295 24.1 x 108 111
DMSO 310 5.8 x 107 98
DMSO 310 3.4 x 107 98
DMSO 310 4.4 x 107 98
DMSO 310 2.9 x 107 98
DMSO 303 3.1 x 107 98
DMSO 303 1.0 x 107 98
DMSO 303 1.5 x 107 98
CD;OD 310 1.6 x 107 98

oxidized form of the system

(TPP)Fe(1-Melm),"+
(3-MeTPP)Fe(1-Melm),"*

(TPP)Fe(CN),7~
(3-MeTPP)Fe(CN )"~
(4-MeTPP)Fe(CN~),7-
(4-OMeTPP)Fe(CN),7~
(4-i-Pr'TPP)Fe(CN )7~
(DPDME)Fe(CN™),7~
(PPDME)Fe(CN )7~
(TPP)Fe(CN)y7~

hydrogen bonding in the N—H in the Fe(IIl) as
compared with that in the Fe(Il) species. Conse-
quently, an increase in the outer sphere reorganiza-
tion energy is observed, and this leads to a decrease
of the rate.>1% In contrast, the inner sphere reorga-
nization is small (<1 kcal/mol) because the structure
of the porphyrin complex changes little on going from
Fe(II) to Fe(III).1%6.107 Quter-sphere reorganization
energies in different iron porphyrins were calculated
by Dixon et al.’® using the equation®

Aows = (€%/2r)(1/D, — 1/Dg) (13)

where r is the radius of the reactant ion and Dy and
Dg are the optical and static dielectric constants,
respectively. The A, values estimated for the dicyano
complex were 2.9 and 3.6 kcal/mol in DMSO and
methanol, respectively.?® A microscopic treatment of
the energetics of electron-transfer reactions in aque-
ous environments and proteins has been realized.!%8
Accordingly, the results indicated that, compared to
a polar solvent, the protein undergoes a small dielec-
tric relaxation upon oxidation of the heme.

Incorporation of fluorine atoms in biological mol-
ecules permits a dramatic simplification of the spec-
tra, and this advantage has been explored with many
different biological systems,'® in particular with
artificial heme proteins.!1" 12 Thus, F NMR can
also be used to determine the self-exchange transfer
rate, between ferric and ferrous porphyrins, using
difluorovinyl analogues of natural hemin such as iron
bis(difluorovinyl) deuterioporphyrins.'! Actually, this
derivative was first synthesized and tested as a
photosensitizer for photodynamic therapy.''3 The
large variations of chemical shifts depending of the
oxidation state permitted the measurements of the
electron self-exchange rate constants of bis(1-meth-
ylimidazole)iron complexes in various solvents by
analysis of the line broadening of the F NMR
signals (Figure 4).11! The experimental rate constants
were strongly affected by the nature of the solvents,
varying from 3.9 x 107 to 24 x 108 M ! s~ ! for DMSO
and acetone, respectively. These measured rate con-
stants are in agreement with previously reported
values for other iron porphyrins.®’
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Figure 4. F NMR spectra of equal amounts of bis(1-
Melm)(2- and 4-)difluorovinyldeutero porphyrin iron com-
plexes in DMSO at 295 K: (a) fully oxidized; (b—1i) partially
reduced; (j) fully reduced (adapted from ref 111).

The self-exchange rate constants of other metal-
loporphyrins have also been determined. Thus, the
direct determination of the small rate constants of
cobaltoporphyrins has been made by measuring the
rate of electron transfer from methyl-labeled tet-
raphenylporphyrin cobalt(IT) to the cobalt(IIT) chlo-
ride complex in the presence of pyridine, because the
exchange is slow enough!'* to monitor the reaction
by '"H NMR as a function of time.1 Electron-transfer
reactions of metalloporphyrins can also involve the
porphyrin ligand, which can be redox active. In this
case, the values are very high, due to low reorganiza-
tion energy.!1®

4.2. Heme Proteins

Numerous self-exchange reactions have been stud-
ied in order to understand electron transfer in heme
proteins.36:96.116.117 Tt jg an approach to probe the
factors that control electron transfer from measure-
ment of self-exchange between the oxidized and
reduced forms of the same protein. They can often
be measured directly by NMR spectroscopic tech-
niques, by either NMR saturation transfer, spin—
lattice relaxation, or line shape measurements, de-
pending of the value of the exchange rate. Actually,
two extreme situations were observed:

(1) The spectrum of mixed oxidation states is not
the simple superposition of individual ferri and ferro
spectra. Such behavior has been taken to indicate
rapid chemical exchange between the two forms due
to rapid electron transfer, and the rate constant is
determined by line shape measurements. For ex-
ample, in the case of Pseudomonas cytochrome css5;18
and cytochrome cs54 from Alcaligenes faecalis,''®
mixed-state spectra have been used to measure an
electron-transfer exchange rate of 1.2 x 107 M1 s7!
and 3 x 108 M~! s, respectively.

(2) Mixtures of ferric and ferrous cytochromes give
NMR spectra that are the simple superposition of a
pure ferric and a pure ferrous component. An ex-
ample of the 'H NMR spectrum of a 70/30 ferric
ferrous mixture of horse heart cytochrome ¢ in D2O
at 313 K (pH 7) is shown in Figure 5. In this case,
the rate of electron transfer can be determined by
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Figure 5. 'H NMR spectrum of a 70/30 ferric/ferrous

mixture of horse heart cytochrome ¢ in D;O at 313 K (pD
7).

saturation transfer or relaxation time measurements,
as initially reported by Gupta.t7

4.2.1. Cytochromes

The self-exchange constants of various cytochromes
are summarized in Table 2. These rate constants
span at least 6 orders of magnitude, from 102 to 108
M !s1. Numerous self-exchange reactions have been
studied by 'H NMR with horse heart cytochrome c,
with native,”1? site-specific chemical modification,?!
and axial ligand exchange.”™ However, the rate with
cobalt cytochrome c is too slow to be determined by
'H NMR after metal substitution (iron by cobalt).12?
A study of the electron-transfer properties of the
heme undecapeptide from horse cytochrome ¢, which
has been used as a model of cytochrome c,'?3 has also
been reported.'?* The self-exchange rate constant is
1.3 x 107" M~! s7! at 330 K.1?* The value for horse
heart cytochrome ¢ is much slower (Table 2). Two
factors were proposed to explain this difference: the
heme is less exposed to the solvent, and the protein
surface is more highly charged (positive) around the
exposed part in the intact protein by comparison to
the situation observed in the heme undecapeptide.'?*

Cytochrome c is a ubiquitous soluble heme protein
localized in the intermembrane compartment of the
mitochondria. However, interaction of this protein
with the inner mitochondrial membrane has been
highlighted a long time ago.'?5~12" Under physiologi-
cal conditions, a small fraction of cytochrome c¢ is
bound to the inner mitochondrial membrane and has
been associated with a modulation of the electron-
transfer rate.'?8129 As a model study, an estimate of
the self-exchange electron-transfer rate of the micel-
lar cyano cytochrome ¢ has recently been obtained
by NMR.!3° Surprisingly, a rate constant of 2.5 x 10*
M1 s71 was found, close to the value of the native
cytochrome ¢ under similar condition. As an example
of such an electron transfer, a 2D EXSY spectrum of
a partially reduced cytochrome ¢ Fe(III)CN solution
in the presence of micelles is shown in Figure 6. The
strong cross-peak correlations between the two redox
forms of the heme methyl proton through electron
self-exchange are labeled.’®® Although sodium dodecyl
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Table 2. Examples of Electron-Transfer Self-Exchange Rate Constants of Heme Proteins Determined by NMR

system salt (M) T (K) kex M 1s71) ref
heme undecapeptide 0.5 NaCN 330 1.3 x 107 124
cytochrome cs50
Thiobacillus versutus WT 0 298 2 x 102 135
Thiobacillus versutus WT 0.55 NaCl 1 x 10° 135
K14Q 0 298 7 x 103 135
K14E 0 298 1.2 x 104 135
Paracoccus denitrifans 0.1 NaCl 298 1.6 x 104 136
cytochrome css1
Pseudomonas aeruginosa WT 0.05 KP 315 1.2 x 107 118
Pseudomonas aeruginosa WT 0% 298 2 x 107 96
Pseudomonas aeruginosa V23D 0.05 KP 313 2.8 x 10* 12
Pseudomonas stutzeri 0.05 KP 313 4 x 107 303
cytochrome cs54 Alcaligenes faecalis 0.1 NaCl 298 3 x 108 119
cytochrome ¢ horse heart
WT 0.1 KCI, KP 5 x 10* 120
WT 0 298 5.1 x 10° 96
CDNP-K13 0.24 cacodylate 298 6 x 103 121
CDNP-K72 0.24 cacodylate 298 6 x 10* 121
PMe; liganded 0.1 KP 298 7.5 x 103 73
PMe;s liganded 00 298 3.9 x 10° 73
cytochrome ¢ Candida krusei 0.1 KP 313 1 x 10?2 146
iso-1-cytochrome ¢ Saccharomyces cerevisiae 0.1 KP 303 1 x 104 304
myoglobin PMes horse heart 0.1 KP 296 3.1 x 103 72
myoglobin PMes horse heart 0.7 KCl 296 3.9 x 103 72
myoglobin PMes horse heart 00 296 7.5 x 103 74
hemoglobin PMes human o/a 0.1 KP 296 3.2 x 103 157
hemoglobin PMes human g/ 0.1 KP 296 2.09 x 103 157
cytochrome b; 0.1 KP 298 2.6 x 103 35
cytochrome b5 1.5 KP 298 4.5 x 104 35
cytochrome b5 0 298 3.7 x 10° 35
flavocytochrome b; 298 2.3 x 108 143

@ The symbol © means extrapolated rate at infinite ionic strength: WT, wild type; KP, potassium phosphate buffer.

3’—; o
= .

Eppm

T T T T T

ppm 25 20 15 10

Figure 6. 2D EXSY spectrum of a partially reduced
cytochrome ¢ Fe(III)CN solution in the presence of micelles.
The strong cross-peak correlations between the two redox
forms of the heme methyl protons through electron self-
exchange are labeled (adapted from ref 130).

sulfate (SDS) micelles have been extensively studied
using various methods,'317133 a more complete NMR
study is still needed to elucidate the dynamic behav-
ior and the mechanism of the electron transfer in this
system.!® A structure of a molten globule protein
with altered axial ligation was recently suggested for

cytochrome ¢ and SDS from a careful 2D NMR
analysis.!34

Cytochrome cs5 is a close relative of cytochrome ¢
from mitochondria,'®® and several NMR studies of
cytochrome cs50 have been reported for Thiobacillus
versutus'® and Paracoccus denitrificans.'?® The elec-
tron-transfer self-exchange rates of wild type and
mutants of the former have been determined by
saturation transfer, T4, and T experiments.'?> For
the wild type, at the zero ionic strength, the rate is
2 x 102 M ! s7! while it is 1 x 10° M~! s7! in the
presence of 0.55 M NaCl. This result was expected,
since the ring of positive charges around the heme
crevice decreases the rate at low ionic strength. Few
differences in the rates were observed between the
two species due to small structural differences be-
tween the two cytochromes css.

Cytochrome cs51 from Pseudomonas aeroginosa is
a monomeric redox protein of 82 amino acid residues
with His-Met ligation, involved in dissimilative deni-
trification. There are several studies of cytochrome
cs51 by NMR,18137.138 gnd the three-dimensional
structure has also been determined in solution.!3?
This protein, which carries a lower net charge than
that of cytochrome ¢ at physiological pH, has an
electron-transfer self-exchange rate considerably
higher!!®138 than that of cytochrome ¢ (Table 2).°¢ To
map the surface involved in electron transfer, specific
mutations in residues belonging to the hydrophobic
patch were introduced by Brunori and co-workers.!?
It was found that introduction of negative charge in
this area severely hampers both heteronuclear and
homonuclear electron transfer, decreasing the self-
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exchange value from 107 M~! s™! (native) to 2.8 x 10*
M ! s 1 (Val23Asp mutant).!® Reasonable agreement
of a theoretical study of the dynamics of the self-
exchange electron transfer with kinetic data from
NMR was obtained by Herbert and Northrup.'4

There are some NMR studies on cytochrome css54,
which is a mono-heme c-type protein.!1%141 The self-
exchange electron-transfer rate constant was esti-
mated to be 3 x 108 M~! s for cytochrome cs54 from
the bacterium Alcaligenes faecalis.''® This is one of
the largest self-exchange rates observed for a cyto-
chrome c (Table 2), due probably to few electrostatic
interactions, a relatively low molecular weight (86
amino acids), and small reorganizational energy.

Flavin—protein interaction in flavocytochrome bg
has been studied by NMR after reconstitution of the
enzyme with 3C- and ®N-labeled flavin.#> Using
NMR spectroscopy, an electron self-exchange rate
constant was determined for flavocytochrome b. of
2.3 x 106 M1 571,143 which is more than 2 orders of
magnitude larger than the value obtained for mi-
crosomal cytochrome b5, a homologue of a cytochrome
bs domain.

Electron-transfer reactions with cytochrome b;,
which is a small (82 amino acids after tryptic diges-
tion),'* structurally well characterized protein,'45
have also provided a test for protein—protein electron
transfer.'? The self-exchange rates of cytochrome b5
mutants are relatively slow on the NMR time scale,
although the heme is far more exposed to solvent
than that of cytochrome c.3®

These large differences have been rationalized on
the basis of Marcus reorganization energy,'6:138 dif-
ferent size, dipole moment, and heme exposure,®116
electrostatic charges, and polypeptide chain.'*6 Brown-
ian dynamics has also been employed to simulate the
kinetics of the electron-transfer self-exchange reac-
tions of trypsin-solubilized bovine liver cytochrome
bs and horse heart cytochrome ¢, and it was found
that the smaller reorganization energy of the cyto-
chrome c¢ plays the dominant role.!'” The small
changes in the bond lengths, determined from X-ray
absorption fine structure data,'*” are also consistent
with the small reorganization energy!'%®14® for the
relatively fast electron-transfer reaction of cyto-
chrome c. This result provides further support for the
proposal that proteins assist in electron-transfer
reactions by comparing the reorganization energies
of the prosthetic groups in proteins to the reorganiza-
tion energies of the same prosthetic groups at the
same distance in water.!® Early suggestions that
electron transfer occurs mainly through the exposed
heme edge in bimolecular electron-transfer reac-
tions!® were confirmed by various experiments in-
volving derivatization of specific residues on the
protein surface.'’® To delineate more precisely the
factors that control electron transfer, the self-
exchange reactions of three heme proteins—
cytochrome ¢, cytochrome cs51, and cytochrome b5—
were analyzed, in terms of Marcus theory and
molecular modeling to calculate heme—heme dis-
tance.'® These latter values, together with the
experimental rate constants as a function of temper-
ature and ionic strength, give the reorganizational
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Figure 7. 'H NMR spectrum of a 70/30 ferric/ferrous
mixture of horse heart myoglobin metMbPMes/MbPMe; in
D20 (pD 6.9). Resonances of the proton of the PMe; are
labeled. This inset shows the corresponding human hemo-
globin adduct for which two sets of signals are observed in
the two redox states. Reprinted with permission from ref
72. Copyright 1992 Elsevier.

values, 4, which are 0.7, 0.5, and 1.2 eV for cyto-
chromes c, cs51, and b5, respectively. The van Leeuwen
approach'® was used to calculate the interaction
energy for two proteins in a heme edge-to-heme edge
geometry, presumed to be the favored geometry for
electron transfer. The work terms were 2.7 and 3.1
kcal/mol for cytochrome ¢ and cytochrome b5, respec-
tively.35

4.2.2. Myoglobin and Hemoglobin

Even though myoglobin is not directly involved in
electron-transfer reactions, an understanding of the
mechanism of a self-exchange reaction involving this
heme protein is important in the understanding of
the overall picture of electron-transfer processes in
heme proteins.”? Fewer kinetic studies of redox
reactions of the oxygen carriers, hemoglobin and
myoglobin, have been undertaken,*®~152 in part
because suitable reduced and oxidized states have not
been available.'®® These studies have focused on the
oxidation—reduction pathways of myoglobin (or he-
moglobin) with a variety of organic or inorganic
reactants. For most of these systems, and especially
near physiological pH, the electron transfer mecha-
nism is almost certainly of the outer sphere type.
However, the reported self-exchange rate constants
of myoglobin, calculated from Marcus theory with
inorganic redox couples, span a wide range,%%1%* and
no direct experimental determination was possible
before complexation of myoglobin by trimethylphos-
phine.”1%5

Several conditions make the trimethylphosphine/
myoglobin system an excellent candidate for the
study of self-exchange electron-transfer reactions.
First, trimethylphosphine may serve as a ligand of
both the ferric'®® and the ferrous heme of myoglobin
(Figure 7). Second, this phosphine-ligated myoglobin
is particularly amenable to study via NMR tech-
niques because of the presence of a well-resolved
upfield-shifted methyl resonance of PMes which is
coordinated to the metal atom in both oxidation
states. Inversion recovery techniques were used to
measure the spin—lattice relaxation time and to
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calculate the self-exchange rate constant. For horse
heart myoglobin, the rate is 3.1 x 103 M1 s~ ! at 296
Kin 0.1 M phosphate at pH 6.9. The rate was weakly
dependent on ionic strength with up to 0.7 M added
KCl in solution, in contrast with a previous report
with cytochrome c. It should be noted that the self-
exchange of electron transfer for horse heart myo-
globin is slow by comparison to the rate for native
cytochrome ¢ (vide supra). To assess the role of this
exogeneous ligand (PMej), the rates of self-exchange
electron transfer in the trimethylphosphine complex
of cytochrome ¢ have been measured by an NMR
method over a large range of ionic strengths using
inversion—recovery.”>"™ The rate is 1.56 x 10* M~!
st at 296 K at pH 6.9 (u = 0.34 M). The ionic
strength dependence of the rate constant was treated
by the van Leeuwen theory,'® and extrapolation of
the rate constant to infinite ionic strength gives a
rate constant of 3.9 x 10° M~! s 1. The rate values of
these systems range over 2 orders of magnitude with
myoglobin PMe; < cytochrome b5 < cytochrome ¢
PMe; < cytochrome c.

Like myoglobin, hemoglobin is also able to ligate
PMe; in both the ferrous and ferric state (Figure
7).156-158 Thus, TH NMR studies of PMes; bound to
ferric hemoglobin are very characteristic, since the
spectrum exhibits two resonances at very high field:
—12.4 ppm for the  subunit and —13 ppm for the a
subunit. As an application, an experimental inves-
tigation of the intermolecular mechanism of the
electron transfer in hemoglobin is possible. Using
saturation transfer experiments with native and [Fe,
Mn] hybrid Hb, it was shown that both intra- and
interchain electron transfer occur. Calculations based
on 'H NMR spectra and using the inversion—recovery
method led to the following intermolecular rate
constants: k3 = 3 x 102 M1 s7! (bimolecular a—a
chain electron transfer) and ks = 2 x 103 M1 s7!
(bimolecular f—pf chain electron transfer) for self-
exchange electron transfer and k12 =1 x 103 M 1s!
{[a(I[)PMes] + [S(II1)PMes]} and ko = 0.4 x 103 M1
s7! {[o(III)PMes] + [BII)PMesl} for heterosubunit
transfers. A plot of lifetime versus the inverse of
ferric hemoglobin concentration shows a good linear
relationship according to a bimolecular reaction
without any significant intramolecular contribution.
An application of the Marcus relationship to the
cross-reactions yields k12 = 3 x 103 M1 s7! and kg
= 1.7 x 103 M! s7! values, which are in good
agreement with the NMR values. In general, in
systems in which the best agreement between theory
and experiment has been found, the calculated and
observed rate constants agree within a factor of 10.
This indicates that these electron transfers represent
reactions by a single pathway with no evidence of
configurationally limited behavior. It is also of inter-
est to point out that the difference in chain concen-
tration in both iron redox states corresponds to a
difference in oxidation—reduction potentials which is
21 mV. Accordingly, the oxidation—reduction equi-
librium of the isolated o and S chains'®® and of
haptoglobin-bound hemoglobin!®® showed a difference
in the redox potentials of 61 mV and 56 mV, respec-
tively. In this system, self-exchange electron transfer
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and cross-exchange electron transfer (see section 6)
are observed without any intraprotein electron trans-
fer (see section 5).

5. Multiheme Intraprotein Electron Transfer

Interprotein electron transfers occur in general
through the formation of binary or ternary com-
plexes. These entities display very variable stability
depending on the extent of the interactions between
the proteins (see section 6).* The proteins involved
in electron transfer are often charged, and the
resulting electrostatic interactions contribute to the
specificity of the association between redox partners.
As a consequence, the systems studied by NMR,
when they are electron-transfer reactions induced by
collisions, correspond mainly to self-exchange reac-
tions. A different situation is observed with multi-
heme proteins, which often display two mechanisms
of electron transfer, one intramolecular and one inter-
molecular; the latter can be viewed as a self-exchange
reaction for the intermolecular part of the reaction.
These proteins can be considered as a good example
of the use of an NMR methodology (i) to solve the
redox potential of the individual hemes!®! and con-
sequently to evaluate the heme—heme redox interac-
tions and (ii) to estimate both the intramolecular and
the intermolecular electron-transfer rate constants.
Multiheme cytochromes have been extensively stud-
ied both biochemically and structurally, and a pos-
sible classification has been proposed.'? We will focus
in this section on the dynamics of electron transfer,
and some characterization of the interaction between
two redox partners will be described in section 6. For
more general information on NMR studies of para-
magnetic heme proteins, see recent papers reported
by Bertini et al.?"#? and La Mar et al.* Many reviews
have also been previously reported on electron trans-
fer in multicenter redox proteins.2944161,163-165

5.1. Cytochromes c3

Cytochromes c3 have been widely characterized by
'H NMR since the first report in 1974 by McDonald
et al.’® X.-ray crystal structures of several cyto-
chromes c¢3; from organisms such as Desulfovibrio
gigas, %7 Desulfovibrio vulgaris Hildenborough!®® and
Miyazaki,'®® Desulfovibrio desulfuricans,'”™ and Des-
ulfomicrobium baculatum™ have been solved, show-
ing that overall protein folding is conserved. Many
of these heme proteins from different strains have
also been characterized by NMR.1"2717 They are
tetraheme iron proteins of molecular weight around
13 000 with low redox potential and are present in
all the anaerobic sulfate-reducing bacteria belonging
to the Desulfovibrio genus.'®® The iron atoms are
coordinated by bis-ligated histidines and a c-type
heme. With some exceptions, such as Desulfovibrio
desulfuricans Norway,!”® cytochromes cs are charac-
terized by a fast, in the NMR chemical shift time
scale, intramolecular electron-transfer rate. This
induces a single chemical shift for the heme methyl
resonances of each heme whatever the localization
of the reduced iron among the four hemes of the
protein. So, for each oxidation state, a set of reso-
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Figure 8. Diagram showing the sixteen populations that
correspond to the five redox states connected by one
electron step in cytochrome c3 (adapted from ref 178).

nances is observed for each heme. A careful analysis
of the observed chemical shifts at various levels of
reduction permits assignment of the heme methyl
resonances of the individual heme and calculation of
their redox potentials depending on the redox state
of the whole protein. In two pioneering works, Moura
et al.l”” and Santos et al.!”® showed that NMR
spectroscopy can be used to estimate the relative
difference in the microscopic redox potentials and
apply it to cytochrome c3 from Desulfovibrio gigas. A
diagram showing the 16 populations that correspond
to the five redox states connected by one electron step
in cytochrome c3 is shown in Figure 8.178 Since then,
other extensive NMR methodological analyses for
cytochrome c3 of Desulfovibrio vulgaris have been
reported.!”7181 Examples of saturation transfer NMR
experiments to follow intermolecular reactions are
shown in Figure 9.182 EPR results have also been
used to determine the four macroscopic redox poten-
tials after redox titration.'8 However, in the particu-
lar case of Desulfovibrio desulfuricans, the assign-
ment deduced from the ordered microscopic heme
redox potentials determined by EPR!®* was in dis-
agreement with that reported by NMR.'”® From the
kinetic point of view and based on the chemical shift
difference between the reduced and the oxidized
states, only a lower limit of the electron-transfer rate,
about 10° s71, is accessible by '"H NMR. As pointed
out in section 3, when the rate of the reaction is slow
in the NMR chemical shift time scale, it is not
possible to determine directly the rate constants by
normal spectra analysis. The intermolecular rate
constants can however be obtained using one-
dimensional saturation transfer experiments or two-
dimensional EXSY spectra. These experiments al-
lowed the assignment of the heme methyl resonances
of each heme for the various redox states of the
protein. Depending on the cytochrome, the redox
difference between the individual heme, the electron-
transfer rate, and the redox state of the protein, up
to four states can be detected for one irradiation, as
observed with cytochrome c3 of Desulfovibrio vulgaris
Miyazaki F.1797181 This has been successfully applied
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Figure 9. Saturation transfer NMR difference spectra of
a methyl-2 (heme 3) in cytochrome c3 (303 K, pD 7). The
irradiated positions are indicated with arrows. S0, S1, S2,
S3, and S4 stand for fully oxidized, one-electron reduced,
two-electron reduced, three-electron reduced, and fully
reduced, respectively (adapted from ref 182).

for different cytochromes cs, and the calculated rates
are in the range of 10* M~! s71. The directionality of
the stepwise electron transfer in cytochrome cs, which
may affect the functionality, was probed by site-
specific mutagenesis.!®

The previous NMR methodology has recently been
extended to large cytochromes cs, such as flavocyto-
chrome c3 from Shewanella frigidimarina.'%¢ As
expected, when compared with small multiheme
cytochromes cs, the much larger protein shows broader
NMR signals due to the slower tumbling rate of the
molecule. Nevertheless, the 2D NMR spectra ob-
tained in partially oxidized samples show that, on
the NMR time scale, this cytochrome exhibits fast
intramolecular and slow intermolecular electron
transfer between the four hemes.

5.2. Cytochrome ¢4

Different soluble diheme cytochromes c4 have been
characterized by NMR, 187188 EPR, 189190 electrochem-
istry,’®! and X-ray structure.'> The NMR redox
pattern observed for this cytochrome indicates that
the electronic exchange process, which is dominated
by intermolecular exchange, is intermediate to slow
on the NMR time scale.'®” Interaction of cytochrome
cd1, which is also a diheme protein, with ferrocyto-
chrome cs5; has been followed by 'H NMR.193
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Figure 10. Model for the electromc dlstrlbution in a
triheme protein. The inner rectangles represent the three
heme groups that can be reduced (black rectangles) or
oxidized (open rectangles). E;, Es, and E3 are the macro-
scopic potentials connecting the four stages of oxidation
(So-3) (adapted from ref 200).

5.3. Cytochrome ¢y

Cytochrome c¢7 is a triheme cytochrome isolated
from Desulfuromonas acetoxidans. It is a member of
the cytochrome c3 family!®* but has a deletion in the
protein segment that binds heme I1.1% The solution
structure of the three-theme core has been deter-
mined by 'H NMR,'%6719% and the X-ray crystal-
lographic structure has been recently obtained.® At
the concentrations typically used for NMR spectros-
copy, cytochrome c; undergoes intermolecular elec-
tron exchange at a rate that is faster than that
observed for tetraheme cytochrome cs from Des-
ulfovibrio, and fast in the NMR time scale.'® To slow
the intermolecular electron transfer down to a rate
in the intermediate to slow region on the NMR time
scale, it was necessary to increase the ionic strength
(0.5 M KC]) and decrease the temperature (289 K).
Under these conditions, each heme substituent dis-
plays four discrete NMR signals, corresponding to
each of the four redox stages. The thermodynamic
properties were determined through the fit of redox
titration data, followed by NMR and visible spectros-
copy, to a model of four functional centers. After
determination of the kinetics of sodium dithionite
reduction of the three hemes, analysis indicates that
the electrons enter the cytochrome mainly by heme
1.19 Specific assignments of NMR resonances to
individual heme protons of the Geobacter sulfurre-
ductens triheme cytochrome c7 allowed the compari-
son of the spatial arrangement of the heme core in
solution?®® and in the crystal. A model for the
electronic distribution was proposed according to a
redox titration followed by NMR and visible spec-
troscopy (Figure 10).2°° This theoretical model has
been successfully applied to the determination of
macroscopic reduction potentials of several multi-
heme cytochromes.?%!

6. Interprotein Electron Transfer

The development of 2D and 3D NMR methods and
their application to labeled proteins has opened the
field of interprotein interactions.?’? Transient protein
complexes?® are formed when high turnover is re-
quired, such as in redox processes occurring in cellu-
lar metabolism.72%4 The kinetics of electron transfer
between two different proteins can be determined
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using a variety of methods, depending on the time
scale required.* A number of redox protein complexes
of either physiological on nonphysiological partners
have been investigated by NMR methodology.205-207
Information regarding the kinetics,?82%° the solution
structure of transient complexes,’>? and the molec-
ular recognition sites can be obtained. We will focus
herein on protein complexes, in which the association
involves at least one heme protein. Since many
different systems exist, we will focus on electron-
transfer complexes in which the interaction was
significantly studied by NMR. Other cases have
partly been described in a recent review.**

6.1. Cytochrome c/Cytochrome bs

Cytochrome b5 is a small heme protein (11 kDa)
which is responsible for electron-transfer reactions
in a number of physiological processes such as
reduction of met-hemoglobin and ferric-cytochrome
P450.21° The electron-transfer reaction between fer-
rocytochrome b5 and ferricytochrome ¢ has been
studied using a number of different techniques.*33211
Perhaps the most extensively studied interprotein
electron transfer is that between ferrocytochrome b5
and ferricytochrome c, and the structural character-
ization of the cytochrome bs/cytochrome ¢ complex
has been performed largely by NMR spectroscopy.®!

Kinetic studies allowed the determination of the
cross-exchange electron-transfer rates using satura-
tion transfer experiments.?%2% The intracomplex
rate constants were found to be 1.4, 0.5, and 0.7 s™!
for reverse electron transfer between unmodified
ferricytochrome b5, the Cys-102-Thr variant, and the
Phe-82-Gly, Cys-102-Thr variant, respectively. Con-
sequently, the substitution of Phe-82 with glycine
was considered to introduce a negligible effect on the
first-order rate of electron transfer, although the
invariance of this residue and its simulated dynamic
properties have supported a possible role in physi-
ological electron transfer.?!?2 However, these values
seem too low in comparison with the forward rate
constant for electron transfer within the preformed
complex when an equilibrium calculated from the
reduction potentials of the two protein couples is
considered, as determined by other methods.?213 It
was proposed that saturation transfer cannot detect
multiple forms of the complex and, if fast-exchange
conditions applied, a separate resonance would not
be present for this form. Under these conditions, only
the slow form of the complex would contribute to the
saturation transfer experiment.?'? However, there is
no evidence in the NMR spectrum of such a fast
exchange behavior. Another possibility for this dis-
crepancy, suggested by Mauk et al.,?® was the leakage
of the magnetic labeling effect to relaxation. It was
assumed in the NMR experiment that the paramag-
netism of ferricytochrome b5 does not contribute to
the relaxation of the resonances of cytochrome c.
Furthermore, a recent NMR investigation of cyto-
chrome bs/cytochrome ¢ through the analysis of 1°N
relaxation rates (vide infra)?'* concluded the forma-
tion of multiple adducts depending on protein con-
centration. This may explain the different values
observed for electron-transfer rates, since the differ-
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ent methods, which were recorded at different con-
centrations and different ionic strengths, analyze a
different situation.

The reorganization energy, A, for the cytochrome
c/cytochrome b5 system was first reported by McLen-
don and Miller,?’® who measured electron-transfer
rate constants in four different complexes. They
calculated a A of approximately of 0.8 V for the sum
of the reorganization energies of cytochrome ¢ and
cytochrome b5. This reorganization energy can also
be calculated from the self-exchange data obtained
from NMR data.?® The A value of 0.95 V is in very
good agreement with the previous value (0.8 V).

Another recent contribution of NMR spectroscopy
has come from structural information of the interact-
ing proteins in the complex.21421¢ In the history of
this interaction, Salemme?!” first proposed a model
of the complex dominated by the complementary
charged side chains that surround the exposed hemes
in both proteins. Cytochrome b5 is a negatively
charged protein at physiological pH, whereas
mitochondrial cytochrome c¢ is largely positive.
Many experimental studies®® and theoretical ap-
proaches?87220 were then employed to characterize
electron-transfer processes between these two pro-
teins. In these processes, NMR spectroscopy provided
evidence of the interaction through chemical shift
analysis, first through hyperfine-shifted signals?09221,222
and then through 2D heteronuclear NMR spectros-
copy.?1:202:214,216,223 Titration of labeled cytochrome b;
in the presence of unlabeled cytochrome c?'® and the
reverse, titration of labeled cytochrome c?'* with
unlabeled cytochrome b5, have been reported. At low
protein concentrations and in an equimolecular mix-
ture, two different 1:1 adducts are formed, whereas,
at high concentration, a 2:1 adduct is formed.?!*

6.2. Cytochrome c/Cytochrome ¢ Peroxidase

This system is one of the best studied electron-
transfer systems, and there is an X-ray structure of
the 1/1 complex of yeast cytochrome ¢ peroxidase in
association with a cytochrome ¢ by Pelletier and
Kraut.? This general topic was reviewed in 1996
by Hoffman and collaborators.!” Since the work
reported by Gupta and Yonetani showing the spec-
troscopic evidence for the existence of such com-
plexes,?® the 'H NMR studies have been mainly
performed by Satterlee and colleagues.??472%° Studies
of the interaction of cytochrome ¢ peroxidase in the
high-spin form??4225:229 or the low-spin cyanide-ligated
form?26:227.229 with various cytochromes c (tuna, horse,
and yeast) have been undertaken to obtain the
stoichiometry of the complexation (¥/; or /5) and the
different sites of binding. H/D isotope exchange rates
for amide protons?** and heme hyperfine proton
resonances??® have also been used to study the
noncovalent interaction between cytochrome ¢ per-
oxidase and cytochrome c¢. The interface region
identified by comparing the H/D exchange rate
constants of the free and bound states is similar to
the binding interface obtained from the solid-state
crystal structure, but a second region located away
from the first one was also detected. Thus, NMR
experiments support a two-domain binding mecha-
nism at the high concentrations of cytochrome c

Chemical Reviews, 2005, Vol. 105, No. 6 2639

peroxidase and cytochrome ¢ employed,?31232 and now
the possibility of secondary sites on this redox
enzyme is largely accepted.** In a different NMR
approach, Worrall and co-workers explained proton
and nitrogen chemical shift changes of backbone
amides as the result of the interaction between [1°N]-
labeled yeast-iso-1-cytochrome ¢ and unlabeled yeast
cytochrome ¢ peroxidase.?3?

Another model system for studying possible differ-
ent site interactions has been the diheme cytochrome
¢ peroxidase from Paracoccus denitrificans and the
complexes that this bacterial enzyme forms with
redox partners.?’* It was found by NMR that the
peroxidase can accommodate both horse heart cyto-
chrome ¢ (a nonphysiological electron donor) and
cytochrome cs50 (the physiological electron donor) in
a ternary complex.?3* In contrast, a recent NMR study
showed that cytochrome cs50 and pseudoazurin?®® bind
at the same site on the cytochrome ¢ peroxidase.?3¢
Thus, bacterial cytochrome ¢ peroxidases, which are
distinct in structure and mechanism from eukaryotic
cytochrome ¢ peroxidases (yeast), afford a parallel
model system for investigation.

6.3. Cytochrome  css,/Cytochrome Oxidase

There is a computer simulation of the protein—
protein interactions between these two proteins
which was performed in a docking study.??” To get
experimental information, chemical shift mapping by
NMR spectroscopy has also been used to investigate
the molecular interaction between two components
of the electron-transfer chain from Paracoccus deni-
trificans: the water-soluble fragment of cytochrome
¢s52 and the Cua domain from cytochrome oxidase.6
Comparison of [°N,'H]-TROSY spectra of the [!°N]-
labeled cytochrome c550 fragment in the absence and
in the presence of the Cuy fragment showed chemical
shift changes mostly located around the exposed
heme edge in cytochrome css.

6.4. Cytochrome c¢/Cytochrome f

Structural characterizations of cytochrome f have
been previously reported, showing unusual fea-
tures?38239 guch as the sixth ligand, a terminal
tyrosine, which coordinates through the o-amino
group. Although cytochrome ¢ is a nonphysiological
partner of cytochrome f, the complex of yeast cyto-
chrome ¢ and cytochrome f from the cyanobacterium
Phormidium laminosum has been investigated by
NMR spectroscopy.?*® Considering the net charges
under neutral conditions (—14 for cytochrome f and
+8 for cytochrome c¢), a strong electrostatic attraction
was expected for these two proteins. A combination
of NMR spectroscopy and protein docking simulations
made it possible to identify two cytochrome ¢ binding
sites on cytochrome f. One site is identical to the
binding site previously determined for the natural
cytochrome f partner plastocyanin (vide infra).”

6.5. Cytochrome c/Plastocyanin

The rate of reverse electron-transfer reaction within
the cytochrome c/plastocyanin complex has been
determined by NMR line broadening (27 s~! at 298
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Figure 11. Structural model of a cytochrome c3—hydrogenase electron-transfer complex using heteronuclear NMR and

docking calculations (adapted from ref 251).

K).18 Later, the complexes of horse ferrous and ferric
cytochrome ¢ with Cd-substituted pea plastocyanin
were characterized by NMR in order to study the
binding sites and to study the effects of complex
formation.?*!

6.6. Cytochrome c;—Protein Interactions

The cytochrome c; interactions with various elec-
tron carriers, mainly ferredoxin,?*2-247 flavodox-
in,48249 and rubredoxin?® have been studied by NMR
due to their possible physiological roles. A recently
reported method, using heteronuclear NMR and
docking calculations, was used for building structural
models of the cytochrome cs/hydrogenase electron-
transfer complex (Figure 11).25! This model connects
the distal cluster of the [Fe]-hydrogenase to heme 4
of the cytochrome. By a similar approach, it has
recently been demonstrated that the same heme
(heme 4) interacts with cytochrome Hmec (see be-
low).?%2 The crystal structure of the hexadeca-heme
cytochrome Hmec has been recently reported.??? Cy-
tochrome Hmec is a high-molecular-weight cytochrome
that contains 16 heme groups in a single polypeptide
chain. A structural model of a complex with its
physiological electron-transfer partner, cytochrome
c3, was obtained by NMR-restrained soft-docking
calculations.??? This method follows a general strat-
egy to study solution complexes between redox part-
ners and has been largely applied by the same
authors on other heme protein complexes.*5-253,25¢
Amino acids of the cytochrome c3 involved in the
interaction with the cytochrome Hmc were deter-
mined by recording 'H—"N HSQC experiments and
analyzing 'H and '»N chemical shift data. This
complex involves the last heme at the C-terminal
region of the V-shaped cytochrome Hmc and heme 4
of cytochrome c3.252

6.7. Cytochrome f/Plastocyanin

The number of protein interactions in the photo-
synthetic redox chain has been investigated by NMR
spectroscopy.?204255 This topic has been recently
reviewed.?% Thus, the interaction of soluble forms of
cytochrome f with plastocyanin from different origins
has been largely studied by NMR. The structure of a

transient complex of cytochrome f and plastocyanin
has been predicted from shifts in the spectrum of
plastocyanin on binding cytochrome f.%2 Diamagnetic
chemical shift changes and intermolecular pseudo-
contact shifts in the NMR spectrum were used as
input in restrained rigid-body molecular dynamics
calculations.

The interaction of parsley plastocyanin with turnip
cytochrome f has also been investigated by NMR
spectroscopy together with protein docking simula-
tion.?%6 The results of NMR studies indicate that this
plastocyanin and its spinach adopt different orienta-
tions in their complexes with cytochrome f. As an
example, in contrast to other electron-transfer com-
plexes,? the plastocyanin/cytochrome f complex from
Phormidium laminosum is predominantly controlled
by hydrophobic interactions.?® The influence of hy-
drophobic patch mutations has been studied by NMR
spectroscopy using titration and chemical-shift map-
ping.257

6.8. Cytochrome cg/Cytochrome f

In certain cyanobacteria, electron transport be-
tween the membrane-bound complexes cytochrome
bf and photosystem I is fulfilled by cytochrome cs.
To address the question of molecular recognition in
cytochrome cg, Ubbink and collaborators?®® have
investigated complex formation with cytochrome f
using heteronuclear NMR. Chemical-shift perturba-
tion analysis reveals a binding site on Anabaena
cytochrome c¢ which consists of a predominantly
hydrophobic patch surrounding the heme substituent
methyl 5. Such a hydrophobic site is similar to that
proposed previously for the interaction of cytochrome
ce with photosystem I.25° Since it was found that
there is no evidence for specific complex formation
with a different acidic cytochrome cg from Synecho-
coccus under similar experimental conditions, it was
concluded that different organisms utilize distinct
mechanisms of photosynthetic intermolecular elec-
tron transfer.2%8

6.9. Cytochrome bs/Hemoglobin (Myoglobin)

The study of the interaction between cytochrome
b5 and hemoglobin is important because it allows the
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possibility to investigate biological electron transfer
between physiological partners.?10260 Because of its
physiological importance, the system has been largely
investigated by different groups.'?261-263 In particu-
lar, electron-transfer rates were determined using
heme proteins reconstituted with photoactive heme
groups.?64265 The kinetics of met-hemoglobin reduc-
tion by cytochrome b5 have also been studied by
saturation transfer NMR and stopped-flow NMR.266
A forward rate constant ks = 2.44 x 10* M~! s71 has
been measured from the stopped-flow experiment,
and a reverse rate constant &, = 540 M~! s~ has been
calculated at pH 6.2 and 298 K from a saturation
transfer NMR experiment. As previously reported
(see section 2), this technique is very useful for the
measurement of kinetics in the uphill direction. Since
the rate constant directly determined from the NMR
experiment is a combination of self-exchange between
cytochrome b5 (IT) and cytochrome b5 (ITI) and cross-
exchange between cytochrome b5 (III) and deoxyhe-
moglobin, it is necessary to measure the self-
exchange rate independently. It was found that the
maximum rate for electron transfer lies at the lowest
ionic strength, according to a bimolecular collisional
pathway. Under these physiologically relevant condi-
tions, it seems that a specific protein—protein inter-
action, as suggested from model?$” and hemoglobin
variant studies,?®> may not be necessary for this
electron-transfer reaction.

The interaction between cytochrome b5 and myo-
globin is weak but could be a physiological one.?1°
Thus, experimental NMR methods and theory have
also been used to study this interaction and electron
transfer between horse heart Mb and trypsin-
digested bovine cytochrome b5.258 The paramagnetic
hyperfine shifts in the cytochrome b5 'H NMR
spectrum are perturbed by met-myoglobin, indicating
the formation of a specific complex with a 1/1 stoi-
chiometry.?®® The binding affinity of met-myoglobin
for cytochrome b5 has been measured by 'H NMR
titrations, giving K, = 1 x 102 M~! at pH 6.0.268
Isothermal titration calorimetry and 2D NMR meth-
ods have also been used to independently investigate
the effect of charge neutralization on myoglobin/
cytochrome b5 binding. It was found that the neu-
tralization of the heme propionates of Zn myoglobin
increases the second-order rate constant of the elec-
tron transfer by as much as 100-fold, depending on
pH and ionic strength.270

Recently, the transient complex of bovine myoglo-
bin and cytochrome b5 has been investigated using a
combination of NMR chemical shift mapping, °N
relaxation data, and protein docking simulations.206
The data support the emerging view that this com-
plex consists of a dynamic ensemble of orientations
in which each protein diffuses over the surface of the
other.

6.10. Cytochrome P450/Putidaredoxin

Cytochrome P450cam from Pseudomonas putida
catalyzes the regio- and stereospecific hydroxylation
of D-camphor at the 5-exo position by utilizing two
reducing equivalents and a molecular oxygen.?"!
Thus, the reaction cycle requires two electrons which

Chemical Reviews, 2005, Vol. 105, No. 6 2641

P450(III)CNBu/Pdx(red) P450(II)CNBu/Pdx(ox)

Ll I

Cprpraes

Figure 12. (A) INMR spectra using PASE of the cyto-
chrome P450cam("BuNC) complex in 10 mM potassium
phosphate D2O buffer, pD 7, at 298 K with no putidare-
doxin and with 0.3, 0.6, and 1 equiv of putidaredoxin. (B)
INMR difference spectrum obtained by magnetization
transfer of the 1-methyl of the heme of cytochrome P450
inside the diprotein complex cytochrome P450cam—puti-
daredoxin (adapted from ref 83).

are sequentially transferred, via a shuttle mecha-
nism, by an iron—sulfur protein, putidaredoxin,
between cytochrome P450cam and putidaredoxin
reductase. A number of studies have been conducted
to elucidate the mechanism of the electron-transfer
reaction, which is essential for the catalytic cycle.27>=278
Despite this accumulation of results, the structural
factors regulating the electron-transfer reaction still
remain to be better defined, in particular the specific
recognition between cytochrome P450cam and the
redox partner, putidaredoxin. The biophysical char-
acterization of cytochrome P450cam has been per-
formed mostly using EPR,?" infrared spectros-
copy,28281 and electronic spectroscopies.?®? In contrast,
only a few NMR studies have been described and the
'H NMR spectra are characterized by broad signals
in both the reduced and oxidized states.?83-287 How-
ever, the chemical shifts of the cysteinate fifth ligand
protons and some of the heme protons have been
assigned through NOESY spectra in the diamagnetic
cytochrome P450Fe(II)CO%® and, recently, in the low-
spin and high-spin ferric forms.”

The first kinetic investigation by 'H NMR of the
electron transfer between cytochrome P450 and puti-
daredoxin was reported in 1999.8% Despite its rela-
tively large molecular weight, the diprotein complex
formation is detectable (Figure 12). Isocyanide was
bound to cytochrome P450cam?® in order to increase
the stability of the protein in both the reduced and
the oxidized state. Actually, the crystal structures of
the ferric and ferrous n-butyl isocyanide complexes
of cytochrome P450 have recently been determined.?%°
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Cytochrome P450 is physiologically reduced by puti-
daredoxin, and the presence of a redox equilibrium
between the two proteins is well-known. At high
concentration (0.8 mM for 'H NMR), the complex is
quite stable, since the Ky is 10—88 mM between
cytochrome P450 (red) and putidaredoxin (0x).2°1 To
determine the intra- or intermolecular nature of the
electron transfer, the dilution effect on the relaxation
of the proton of the proximal cysteine was measured
in the reduced form. The absence of variation of the
observed T'; with dilution was indicative of a lack of
any contribution of the intermolecular mechanism.8?
Assuming an intramolecular mechanism, the rate
constant was estimated using magnetization transfer
experiments (Figure 12).8% In this study, it was
necessary to perform the saturation of cytochrome
P450 signals in the paramagnetic state and measure
the variation of the intensity of the corresponding
proton in the reduced diamagnetic form. This permits
the accumulation of transferred saturation in the
ferrous form although the relaxation rate of the
oxidized signal is fast compared to the electron-
transfer rate. A rate constant of 27 s~! was found.®3
Previously reported values for cytochrome P450/
putidaredoxin systems were 17.5 s™! and 160 s~1.292

Actually, bacterial cytochrome P450cam and puti-
daredoxin are one of the rare redox pairs for which
each three-dimensional structure is now available at
the atomic level.?9372% Various spectroscopic studies
including EPR,27%2°7 IR,?8! and resonance Raman?’’
have also been carried out to examine the interaction
between cytochrome P450cam and putidaredoxin. To
investigate the specific interaction between putidare-
doxin and cytochrome P450cam from the structural
point of view,2?8 NMR is also a powerful tool, even
though the analysis of such a large complex is not
very easy.

First, in the diamagnetic ferrous-CO form of cyto-
chrome P450cam, the ring current of the porphyrin
separates several resonances of the protons near the
heme from the crowded signal region between 0 and
10 ppm.288 Thus, it was possible to assign the cys-
teinate fifth ligand protons and several of the heme
protons through 1D and 2D spectra at 500 MHz. This
assignment was very useful to study the structural
modification observed after putidaredoxin interaction
(vide infra). 3CO NMR chemical shifts have also been
measured in the CO form, showing the steric and
electrostatic interactions acting on the CO ligand are
influenced by the substrate.?%?

A multidimensional NMR study on the complex
showed that the binding of putidaredoxin structurally
perturbs the several regions involving the substrate
access channel.?® Later, Morishima and collabora-
tors3®! assigned other signals from the substrate,
D-camphor, and Thr 252 by two-dimensional NOESY
and one-dimensional NMR spectra of the free sub-
strate using wild type and the Thr-252 mutant of
cytochrome P450cam. From these new results, it was
suggested that the binding tilts the heme plane,
leading to the movement of D-camphor and the axial
cysteine to the heme iron by 0.1-0.5 A. It was also
proposed from NMR studies that putidaredoxin-
induced specific conformational changes of cyto-
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chrome P450cam would facilitate the electron trans-
fer to oxy-cytochrome P450cam.3°2 Recently, to obtain
a more detailed picture of the interactions between
cytochrome P450cam and putidaredoxin, Pochapsky
et al.3% have applied multidimensional NMR meth-
ods to the characterization of the cytochrome P450cam/
putidaredoxin complex. Using new resonance assign-
ments, these authors propose a model in which the
primary binding site of putidaredoxin, at the proxi-
mal face of cytochrome P450cam, is not the same one
that results in electron-transfer activity. It was sug-
gested that the specific binding is not a passive event
but a delicate balance of structural and dynamic
factors, related to the presence of the substrate.3%°

7. Conclusion

NMR represents a powerful method for studying
the dynamic processes involving electron transfer
from both the kinetic and structural points of view.
The research reviewed in this article clearly demon-
strates that it is now possible to obtain a wealth of
information from the 1D and 2D NMR experiments
even in the paramagnetic state. For example, the rate
of electron transfer self-exchange reactions can be
determined directly by NMR experiments over a
large range of rates. This property is especially
interesting for the determination of the rate at
infinite ionic strength, which opens the door to the
reorganization energy calculation. Heme proteins
often display charged residues at the surface, and any
variation of the ionic strength is able to induce
dramatic variations of the rate in the cases of both
self-exchange and intermolecular reactions. This is
also one of the best methods because it is not
necessary to know either the one-electron redox
potential of the complex or the rate constants for self-
exchange in any partner complex, as would be the
case if cross-reactions and the Marcus theory were
used to estimate the rate constant. In the latter
possibility, the theory proceeds from the assumption
that, within the activated complex, the work terms
for the self-exchange and cross-reactions are the
same,’® which is not always the case, in particular
when the electron-transfer partners present different
charges on the protein surface.

The kinetics of electron transfer are determined by
NMR methods when the system is under equilibrium.
Generally, it is possible to measure by other methods
the rate of electron transfer under thermodynami-
cally favorable conditions (downhill direction). How-
ever, the kinetic study of an electron-transfer reaction
will never be complete without knowing the reaction
rate in the backward direction, which is thermody-
namically unfavorable. This is difficult, since the
reaction cannot proceed spontaneously in that direc-
tion. The use of NMR methods (through saturation
transfer or determination of the relaxation time)
overcomes this difficulty in intermolecular,?%® mul-
ticenter,'®* and intracomplex® metalloprotein elec-
tron transfer, as long as the dynamic of the equilib-
rium is large enough.

NMR is also very well suited to the study of
especially weak protein—protein interactions, as no
crystallization is required. Most of these methods are
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now routinely applied for complexes with total mass
as large as 100 kDa.?? As recently suggested,?® and
partly demonstrated in section 4.2, one the most
exciting immediate prospects is structure determi-
nation of small membrane proteins reconstituted in
lipid micelles involved in an electron-transfer process.

In conclusion, NMR has now been applied to a wide
range of intraprotein and interprotein electron-
transfer reactions and is rapidly becoming an es-
sential tool in this research area.
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